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Challenges when communicating our statistical findings (1)

• Shared understanding of robustness of evidence among varied
stakeholders/different audiences
• Many different research designs

• Particularly difficult for small studies

• Unobserved/unmeasured confounding variables in non-experiments
(observational study, quasi-experimental study)

• Missing data

• Measurement error

etc….



Challenges when communicating our statistical findings (2)

Some scenarios to consider:

• You receive a major revision for your manuscript and one reviewer asked
about a potential confounding variable that you do not have data.

• You are in a conference where somebody presents some findings based
on a small RCT. You wonder how strong the evidence is based on the
RCT.



A dialogue with the public!

History of  
Sensitivity/Robustness Analyses

https://pdfs.semanticscholar.org/4458/0ac1d4ce5e5cc9cf726836b7d69ded7bcb21.pdf


“The first sensitivity analysis in an observational study was conducted by 

Cornfield, et al. [6] for certain observational studies of  cigarette smoking as 

a cause of  lung cancer; see also [10]. Although the tobacco industry and 

others had often suggested that cigarettes might not be the cause of  high 

rates of  lung cancer among smokers, that some other difference between 

smokers and nonsmokers might be the cause, Cornfield, et al. found that 

such an unobserved characteristic would need to be a near perfect 

predictor of  lung cancer and about nine times more common among 

smokers than among nonsmokers. While this sensitivity analysis does not 

rule out the possibility that such a characteristic might exist, it does clarify 

what a scientist must logically be prepared to assert in order to defend such 

a claim.”

Rosenbaum, P. R. (2005).  Sensitivity analysis in observational studies. Encyclopedia of  statistics in behavioral science, 4, 

1809-1814.



A close-up of a logo
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Our Approach: What would it take to change an inference?
(led by Dr. Kenneth A. Frank)

https://konfound-it.org/

https://konfound-it.org/


Overview of  our approaches

• Sensitivity/Robustness analysis quantifies what it would take to change 

an inference based on hypothetical data or conditions

• Unobserved covariates

• Unobserved samples

• **Important: researchers have tried their best to minimize the potential bias 

before conducting the sensitivity/robust analysis (no matter research design, 

model specification etc.) 



Overview of our approaches  

1. Uncontrolled confounding variables: How strong the 

confounder(s) needs to be?

• Impact threshold for a confounding variable (ITCV)

2. Non-random selection into a sample: How different the 

data need to be? (Rubin’s causal model and the counterfactual) 

• Robustness of an Inference to Replacement (RIR)



Overview of our approaches 

1. Impact threshold for a confounding variable (ITCV)

• Could be applied to: linear regression, mediation in a traditional

framework

• “An omitted variable would have to be correlated at ___ with the 

predictor of  interest and with the outcome to change the inference.”



Overview of our approaches 

2. Robustness of an Inference to Replacement (RIR)

• Could be applied to: linear & logistic regression (including 2 by 2

table), moderation/interaction, spillover, mediation in a modern

framework, survival analysis (work in progress)

• “To nullify the inference, __% of  the data would have to be replaced 

with counterfactual data points for which the treatment had no 

effect.”



1a. Understand confounding variables 

Predictor of  Interest (X) Outcome (Y)

Confounding variable (CV)



1b. How Regression Works:
Impact of  a Confounding Variable on a Regression Coefficient

Impact weights the relationship between CV and 

Y by the relationship between CV and X: 

• the stronger the relationship between CV and Y, 

the more important the relationship between CV 

and X.

• Vice versa.

Impact of  a confounder: to invalidate your inference and 

omitted variable would have to be correlated at __ with 

your predictor and outcome. 

Note: we assume 𝑟𝐶𝑉,𝑋 = 𝑟𝐶𝑉,𝑌 to maximize the impact & favor the challenger of the inference (more

conservative). Could also look at a curve where you allow these two correlations to be different.



Let’s try this out in Rshiny.



Quick Example
Economic Connectedness and Upward Mobility

https://www.nature.com/articles/s41586-022-04996-4


Quick Example: with Konfound-it: Economic Connectedness and Upward Mobility

The share of  high-SES friends among individuals with low 

SES—which we term economic connectedness—is among the 

strongest predictors of  upward income mobility identified to 

date10,11

https://konfound-project.shinyapps.io/konfound-it/
https://www.nature.com/articles/s41586-022-04996-4
https://www.nature.com/articles/s41586-022-04996-4
https://www.nature.com/articles/s41586-022-04996-4


0.284 × 0.284 = 0.081, ITCV is 0.081



2. Replacement of  Cases Framework

How much bias must there be to invalidate an inference?

• Concerns about Internal Validity

• What percentage of  data points would you have to replace with 

counterfactual data points (with zero effect) to invalidate the inference?

• Concerns about External Validity  

• What percentage of  data points would you have to replace with cases from an 

unsampled population (with zero effect) to invalidate the inference?
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% Bias to Invalidate versus p-value: a better language?

(this plot is for df>500, but the curve is almost identical for smaller df; the sample size only affects the tcritical used 

to calculate r#)
19



Framework for Interpreting % Bias to Invalidate an Inference: 
Rubin’s Causal Model and the Counterfactual

1) I have a headache

2) I take an aspirin (treatment)

3) My headache goes away (outcome)

Q: Is it because I took the aspirin?

A: We’ll never know – it is counterfactual – for the individual

• This is the Fundamental Problem of  Causal Inference

20



Approximating the Counterfactual with Observed Data
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But how well does the 

observed data 

approximate the 

counterfactual?

Difference between 

counterfactual values 

and observed values 

for the control implies 

the true treatment 

effect of  1
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4.009

Fundamental problem of causal inference is that we cannot 

simultaneously observe 𝑌𝑖
𝑡 and 𝑌𝑖

𝑐 

Holland, Paul W. 1986. "Statistics and Causal Inference." Journal of  the American Statistical Association 81:945_70. (25-40)

http://zmjones.com/static/causal-inference/holland-jasa-1986.pdf


Using the Counterfactual to Interpret % Bias to Invalidate the 
Inference: Replacement with Average Values

How many data points 

would you have to 

replace with zero effect 

counterfactuals to 

change the inference?

Assume threshold is 4 

(δ# =4): 1−
𝛿#

෡𝛿
=1−

4

6
=0.33

6
6
6

5          

The inference would 

be invalid if  you 

replaced 33% (or 2 

data points) with 

counterfactuals for 

which there was no 

treatment effect. 

0
0
0

 

64

3
4
5

7

7

7
 
7

7

7

9

𝑁𝑒𝑤 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒 = 1 − %𝑟𝑒𝑝𝑙𝑎𝑐𝑒𝑑 ∙ መ𝛿 + %𝑟𝑒𝑝𝑙𝑎𝑐𝑒𝑑 ∙ 𝑛𝑜 𝑒𝑓𝑓𝑒𝑐𝑡 = 𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 (𝛿#) 

Essentially, we are asking how bad the approximation needs to be, or how different the observed and the 

counterfactual needs to be to alter the inference? 



Which Cases to Replace?

• Expectation: if  you randomly replaced 1/3 of  the data points, and 
repeated 1,000 times, on average the new estimate would be 4

• Assumes constant treatment effect

• Conditioning on covariates and interactions in model

• Assumes data points carry equal weight

• Extensions include selective replacement, spillover, weighted 
observations, logistic, “causal” designs (e.g., RD)
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Let’s try this out in Rshiny.



Quick Example
Economic Connectedness and Upward Mobility

https://www.nature.com/articles/s41586-022-04996-4


Quick Example: with Konfound-it: Economic Connectedness and Upward Mobility

The share of  high-SES friends among individuals with low 

SES—which we term economic connectedness—is among the 

strongest predictors of  upward income mobility identified to 

date10,11

https://konfound-project.shinyapps.io/konfound-it/
https://www.nature.com/articles/s41586-022-04996-4
https://www.nature.com/articles/s41586-022-04996-4
https://www.nature.com/articles/s41586-022-04996-4


𝑅𝐼𝑅 = 20881



Evaluation of  % Bias to Nullify Inference

• Internal Benchmark: Compare bias necessary to nullify inference with bias accounted for by 
background characteristics

• 1% of  estimated effect accounted for by background characteristics (including mother’s education), 
once controlling for pretests (estimated effect from -9.1 to -9.01)

• Estimate would have to change another 85% to nullify the inference.

• Interpret as a probability from a Bayesian perspective

• *Frank, K. A. and *Min, K. 2007. Indices of  Robustness for Sample Representation. Sociological Methodology.  
Vol 37, 349-392. * co first authors.

• Li, Tenglong, Frank, K.A., (forthcoming). On the probability an inference is robust for internal validity. 
Sociological Methods and Research.

• External Benchmark: Compare with % bias necessary to nullify inference in other studies: 

• Use correlation metric: Adjusts for differences in scale

• See new konfound-it web site

https://www.dropbox.com/s/uv1o4pl9ddd75df/Indices%20of%20Robustness%20for%20Sample%20Representation.pdf?dl=0
https://doi.org/10.1177/0049124120914922
https://konfound-project.shinyapps.io/wwc-sensitivity-benchmark/


Summary: What Would it Take to Change your Inference?

It’s causal inference: you might be wrong! But we could talk about “what would it take 
to change your inference.”

• Impact of  a confound: to invalidate your inference an omitted variable would have 
to be correlated at __ with your predictor and outcome. 

• Case replacement: to invalidate your inference, you would have to replace __% of  
your data points with null effect data points

→ Our approaches could be applied to linear regression, logistic regression, mediation,
multilevel models, spillover effects, survival analysis (work in progress). R and Stata
packages available.

→ Other relevant techniques: preserve standard error, coefficient of  proportionality

→ You could use such statements to better communicate your statistical findings, e.g.,
when reviewer raised some concern about unmeasured confounders.
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Thank you for your time! 

qinyun.lin@gu.se



Back up slides start here



Sensitivity Analysis:
What Must be the Impact of  an Unmeasured Confounding 
variable invalidate the Inference?

Step 1: Establish Correlation Between predictor of  interest and 
outcome

Step 2: Define a Threshold for Inference

Step 3: Calculate the Impact Necessary to Invalidate the Inference

Step 4: Multivariate Extension, with other Covariates

32



Key of  confounders: must have both arms

Smallest impact to invalidate inference: rx,cv=ry.cv=.364

Imbens, G. W. (2003). Sensitivity to exogeneity assumptions in program 

evaluation. American Economic Review, 93(2), 126-132.

Carnegie N.B., Harada M., Hill J.L. Assessing Sensitivity to Unmeasured 

Confounding Using a Simulated Potential Confounder. (2016) Journal of  Research on 

Educational Effectiveness, 9(3) , pp. 395-420.



Evaluation of  % Bias Necessary to Invalidate Inference

• Pragmatic, contentious:
• 50% cut off– for every case you remove, I get to keep one

• Compare bias necessary to invalidate inference with bias accounted for by 
background characteristic
• 1% of  estimated effect accounted for by background characteristics (including mother’s education), once 

controlling for pretests. 

• Other sources of  bias would have to be 85 times more important than background 
characteristics

• Compare with % bias necessary to invalidate inference in other studies. Use 
correlation metric: Adjusts for differences in scale

34



Beyond *, **, and  ***

• P values 

• sampling distribution framework

• Must interpret relative to standard errors

• Information lost for modest and high levels of  robustness

• % bias to invalidate
• counterfactual framework

• Interpret in terms of  case replacement

• Information along a continuous distribution

35



Quick example on 2 by 2 table from RCT

Exacerbated or 

Unchanged 

Improved

(Moderate or 

Significant)

Total

Conventional 

Treatment 
14 17 31

Hydroxychloroqui

ne 
6 + 1 = 7 25 – 1 = 24 31

Total 20 42 62

• Frank, K. A. #, Lin, Q.#, Maroulis S. J.#, Strassman, A.#, Xu R., Rosenberg J., Hayter, C., Mahmoud, R., Kolak, M., & Dietz, T. (2021). Hypothetical case replacement can be used to quantify 

the robustness of  trial results. Journal of  Clinical Epidemiology, 134, 150–159. https://doi.org/10.1016/j.jclinepi.2021.01.025

1. Replace 3 data points from “Improved HCQ” group with cases for whom HCQ has no effect (zero effect data points)  

2. Based on the control group, 
𝟏𝟒

𝟑𝟏
≈ 54.84% cases experienced “Exacerbated or Unchanged”. → 1 data points out of the 2 replacement data points goes 

to “Exacerbated or Unchanged HCQ” group

3. NOT significant anymore (p changes from 0.03 to 0.06)
RIR = 2, Fragility = 1

https://doi.org/10.1016/j.jclinepi.2021.01.025
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