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P-value=0.04

Q: Adjust for multiple testing?



Statistical inference is not simple!







Primary concern

• Too easy to get Pvalue<0.05

• Hence too many false positives

• BASP ’solution’: ban statistical inference!



Multiplicity issues arise in...

• Hypothesis testing (formal)
– More tests = more possibilities of errors

• Estimation (less formal)
– More estimates = higher probabilities for extreme 

results

• Modelling, data analyses (informal)
– Definition of variables
– Subgroup analyses, un-documented search
– Model selection, regression analysis: p-values after 

model selection are not meaningful.

• Actually: even in a single test!







Basic concepts

• Single test of H0 using statistic Z

– α = P(rejection|H0 ) = P(false rejection)

– P-value = P(more extreme Z|H0)

• Several hypotheses: H01... H0m

– P-values: p1...pm

– FP = number of false positives/rejections



Outcomes from multiple tests

Test Result

NoRej Reject Total

True Null 90 FP=5 95

NonNull FN=1 TP=4 5

Total 91   D=9 100

Discovery terminology:

•D = significant results, discoveries

•FP = number of false positives/discoveries

•TP = number of true positives/discoveries

•FP/D = false discovery rate



Classical procedures

• Family-wise error rate (FWER) = P(FP>0)

– Control:  FWER ≤ α (e.g. 0.05)

– Or: guarantee FP=0 with large probability

• General approach: adjust the individual p-
values or alpha level (critical value)

• Simplest: Bonferroni method

– adjust p-values: m*pi  (less significance)

– adjust level: α/m (harder to reject)



• Large literature: Sidak, Holm, 
Westfall&Young’s maxT, minP, Hochberg, 
Troendle, etc

• More recent: false discovery rate (FDR)



Bygren et al study

• M=8, min.Pvalue= 8x0.04 = 0.32

• Cannot reject null hypothesis?

• Logical question: M=? 

– Limit to all tests from one table? 

– one paper? Can split paper? Collection of papers? 

– one researcher over a life time? 

– How to account future papers?

• Call this multiple-testing dilemma.



Strict application: clinical trials

• Even with single hypothesis (treatment=placebo)
– Interim analyses: m group sequential tests
– Many methods

• FDA 46-page doc “Guidance for Industry: E9 
Statistical Principles for Clinical Trials” 
– “adjustment should always be considered …
– Otherwise explain.

• FDAAA 801 Requirement: registration
• Main idea: in assessing evidence, intention (eg 

interim analyses) matters.



Other than clinical trials

• No FDA rule/guideline

• Rothman (Epidemiology, 1990): ”No adjustments 
are needed for multiple comparisons”

• Rothman (J Gen Intern Med, 2014): ” Six 

Persistent Research Misconceptions”

– No.5: One should always ... adjust for multiple 
comparisons

• What is the fundamental difference (with clinical 

trials)?



Example 1

• is there evidence of benefit?



Different scenarios

• A. We know nothing before the study. 
– Order is posthoc. Adjustment is reasonable.

• B. Karnofsky index is the main interest, stated in 
advance. No adjustment is needed.

• C. We are in A, but another group is only 
interested in the index.  
– If they only ask for that variable, for them 

adjustment is not needed?
– What if they choose to collaborate and co-author

the paper? (after the data collection)



Example 2: single test?

• a client comes with a study (say n=100); an 
analysis obtains z= 2.1

• Is it significant (α=0.05)? (p-value=0.036)

• Yes, but…

• What did he plan to do if the result were not 
significant? 

– Collect more data.



• Actual procedure:

– Collect n=100 and test if  |z| > c, if significant stop. 

– Otherwise, collect 100 more, and test if new |z| > c.

– To get FWER α=0.05, must use c=2.18

• So, observed z=2.1 is not significant!

• Significance is affected by the intention of the 
scientist, not just the data. Is this ok?



• Suppose the scientist collected more data 
(final n=200), and got final z=2.1. This is not 
significant (p-value=0.055).

• Then the full dataset is put on the web, and 
another scientist downloads it. 

– He will get z=2.1 

– For him, is it a significant result? (p-value=0.036).



How to explain?

• Pvalue is objectively meaningful under replications of the 
experiment
– Precise setup/specs needed
– Replications are (mostly) hypothetical

• 1 study (test) can be embedded in different hypothetical 
replication studies. 
– Different experimenters may have different hypothetical 

replications in mind
– Properties of the hypothetical studies may be different. One 

implies adjustment, the other does not.
– Example 1: scenarios A, B and C

– Example 2: first vs second reaction

– Whose perspective is correct?



• In real life this is not so strange: a person may 
belong to different groups with different 
properties

– Case: Arvid, a young male looking for car insurance

• Insurance company: young male  {reckless drivers}

• Arvid claims  {safety-conscious}

• Both are valid



• How to reconcile different perspectives?

– Choose one by decree/law (eg FDA, insurance
obligation), no dilemma for decision.

– Not take decision when we do not have to: 
reserve judgement. Good: open-minded, bad: 
undecisive.

• Seemingly our only problem: should we reject 
null hypothesis [based on this dataset]?



Key differences

• Clinical trials: Decision must be made. 

– If reject null  $$$

– Future monitoring to do, but does not affect the need to 
decide now.

• Scientist’s attitude: all results are provisional

– maybe there is something here, interesting to investigate 
further, 

– let’s think of an experiment to investigate further 

– maybe a larger study or a distinct functional/biological 
validation

– Of course, we could be wrong!



• In science, the dilemma occurs if we assume 
we must make a decision (about the true state of 

nature).

• Does not mean we do not need to make 
multiplicity adjustment!

– There are obvious situations where we do want to 
limit false positives.

– Other methods than Bonferroni.



• Easy trade-off: False positive vs False negative

• Example: 

– Search with true discovery rate 0.000 001 (10-6). 
Would you do it?





George Soros
billionaire-investor, philosopher

• It is not whether you are 
right or wrong that is 
important, but

– how much money you make 
when you are right, and 

– how much you lose when 
you are wrong. 



• How much false positive rate can/should a 
scientist or a scientific field endure?

– Tradition, level of activity, 

– cost of past failures 

– number of leads to potential discoveries

– value of potential discoveries

• Case: molecular epidemiology



Molecular epidemiology

• Candidate gene era (1980s-early 2000s)

– Motivated by biology

– Most discoveries were not validated in 
subsequent studies: 

– winner’s curse in an active research field: under 
the null, 1 in 20 independent research groups can 
still legitimately produce/publish false discovery.



Molecular epidemiology

• Genome-wide association study (GWAS) era

– ~1 million tests per study

– Standard Bonferroni correction (p<10-8)

– Subsequent analyses to find lower-ranking signal

– A large study eg Framingham: 100s phenotypes (different 
papers, different researchers), not adjusted for multiplicity.



Reasonable requirements for dealing 
with multiplicity (Goeman & Solari, Stat Sci 2011)

• not too strict (unlike FWER approach) 
– allows false rejections

• Posthoc
– Allows choice after seeing the data 

– ’cherry-picking’

• Flexible
– Allows choice of whatever results to pursue (e.g. not just 

significant ones)



Example: Table 1

For top 3 variables (using ’cherry’ procedure)
• Estimated number of true discovery: 3-0.91 = 2.09
• 95% probability: number ≥ 2



ABO blood-groups and cancers
G Edgren, V Kandaswamy, J Hwang (MEB)



Number of tests = 45x3 = 135



Top 12 results:
• Estimated FDR ~ 0.26  or TDR~0.74
• Validated externally: 9/12 = 0.75



Conclusions

• Multiplicity problem has multiplicity of perspectives 
and solutions

• Multiplicity is not just a ’problem’, leading to less-
significant results, but also an opportunity to 
discover more 

• Consider: FP, FN, adjusted p-values, FDR 

• Current methods are becoming more flexible and 
more informative.



• Problem: communication of science/discoveries 
to the public:
– Messy, uncertain, provisional results that could be 

wrong are acceptable to scientists
– Black-white simplified views of the ’public’

• This problem is not unique to science:
– Nearby/familiar problems allow nuances
– Faraway problems get simplistic thoughts
– Eg socio-political problems in far-away places: 

scientists are the ’public’ here.

• SO: may have to live with controversies.












